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ABSTRACT
Large-scale pre-trained vision-language (VL) models have shown
powerful generic representation capabilities for adapting to down-
stream tasks with limited training data, which are data-efficient so-
lutions to various applications such as image recognition. In order to
enhance the adaption performance, most existing methods attempt
to introduce learnable vectors into the text prompt to generate adap-
tive classificationweights for the class in the downstream task. How-
ever, they generally focus on the text side while neglecting adaptive
visual feature generation on the image side, which is insufficient
to fit the downstream task data. In this paper, we propose fine-
grained visual prompt learning (FG-VPL) of vision-language
models for image recognition with few training samples, and the
main contributions are: (1) Fine-grained visual prompt is introduced
into the image encoder of the vision-languagemodel for focusing on
the target object and conducting information interaction within the
object, which facilitates generating discriminative visual features
for image recognition. (2) A two-pathway adaptive recognition
module is proposed to narrow the domain gap and utilize both the
cross-modal knowledge of the vision-language model and the visual
information of the few-sample training set for classifying images
with the help of feature adapters.We conduct extensive experiments
on 11 image recognition benchmark datasets under the few training
samples setting, which demonstrate that our proposed approach
can achieve state-of-the-art performance. The code is available at
https://github.com/PKU-ICST-MIPL/FG-VPL_ACMMM2023.
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1 INTRODUCTION
Exiting state-of-the-art image recognition models, such as the
ResNet series [10] and ViT series [7], are generally trained on
separate datasets to predict discrete image class labels of a fixed
set. In this paradigm, they are limited to closed-set visual concepts,
which significantly affects their generalization ability. The recently
emerged large-scale pre-trained vision-language (VL) models
bring a new paradigm for recognizing open-set visual concepts
with the powerful generic representation capability. Specifically,
VL models, such as the well-known CLIP [25], project the images
and corresponding raw texts into the common feature space with
separate encoders for alignment, which pulls the matched image-
text pairs together while pushing the unmatched image-text pairs
away with contrastive learning. After pre-training on the large-
scale image-text pairs, various visual concepts from the natural
language texts are captured by the model and the learned repre-
sentation can be readily transferred to wide-ranging downstream
tasks. For example, the downstream image recognition can be con-
ducted with few training samples through the similarity calculation
between the projected image feature and text feature extracted
from the natural language description of new classes. However,
there exists a gap between the pre-trained data and downstream
task data, which affects the generalization performance of VL mod-
els. For adapting VL models to downstream tasks, recent works
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Figure 1: Vision-language models align the concept to the
target object by pre-training with massive matched image-
text pairs.

resort to prompt learning and feature adapters for fine-tuning VL
models. CoOp [34] proposes to add learnable vectors into the text
prompt, which tunes VL models to generate adaptive classification
weights for downstream image data. Tip-Adapter [32] proposes
to construct and fine-tune the key-value cache from the training
samples set based on VL models for image recognition. Though
achieving promising performance, the above methods generally
ignore the discriminative visual features generation of the down-
stream data, which limits their adaptation ability. Inspired by the
pre-training procedure of VL models, as shown in Figure 1, we
observe that visual concepts are captured through the matching
training of image-text pairs. In the process, the image encoder of
the VL model is forced to focus on the target object in the image
for aligning the concept in the text. Thus, inducing the VL model to
concentrate on the new target object (concept) in the downstream
task to extract discriminative visual feature becomes the core idea
of our approach for improving the adaptation ability.

Object information is generally mined in the fine-grained image
recognition task. For example, Peng et al. [24] propose the typical
object-part attention model for locating the object and selecting
significant parts for classification. Sun et al. [28] propose to intro-
duce the object structure information into the vision transformer
to highlight significant regions and boost discriminative feature
learning. Hu et al. [12] propose to utilize the recurrent attention
multi-scale transformer to amplify object region for recognition.

Inspired by the above observations, we propose the fine-grained
visual prompt learning of VL models for image recognition with
few training samples, termed as FG-VPL. Concretely, we introduce
a learnable prompt token in the image encoder of the VL model and
construct the fine-grained branch for focusing on the target object
and extracting discriminative visual features. To further narrow
the gap between the pre-trained data and downstream task data,
we propose a two-pathway adaptive recognition module. On the
one hand, the text features extracted by the text encoder of the VL
model are projected as classification weights by the feature adapter.
On the other hand, we utilize the visual information contained in
the few-sample training set for querying test images. Therefore, the
cross-modal matching knowledge from the VL model and the visual
information of the few-sample training set can be fully utilized for
improving image recognition performance.

The key contributions of this paper can be summarized as fol-
lows:

• We propose fine-grained visual prompt learning of vision-
language models, which guides the vision-language model

to focus on the target object of the downstream task data.
Adaptive discriminative visual features are thus obtained for
improving image recognition performance with few training
samples.

• A two-pathway adaptive recognition module is proposed
to utilize both the cross-modal matching knowledge in the
vision-language model and the visual information of the few-
sample training set for classifying images, where the feature
projection is adopted to narrow the gap between pre-trained
data and downstream task data.

• Extensive experiments are conducted on 11 widely-used
image recognition benchmark datasets, including generic
object classification, fine-grained visual categorization, etc.,
which demonstrates the effectiveness of our proposed FG-
VPL approach.

2 RELATEDWORK
This section briefly reviews the related work of vision-language
models and prompt learning.

2.1 Vision-Language Models
Recently, vision-language (VL) models have attracted more and
more attention for their strong generic representation and general-
ization ability. The VL models can be roughly classified into two
types according to the encoder types. The first kind of methods[3,
16, 17, 31], such as UNITER[3] and ALIGN[16], utilize the fusion
encoder to model the cross-modal interaction between image and
text, which can learn the matching relation between image and
text sufficiently. However, they need to input all possible image-
text pairs for inference, which limits their efficiency to a large
extent. The second kind of methods [13, 19, 25], such as the well-
known CLIP[25], utilize single-modal encoder for the image and
text respectively. They align the image and text through contrastive
learning in the embedding space. Image and text features can be
computed separately, improving the computation efficiency. With
the help of large-scale image-text pairs, VL models show promising
generalization ability to a wide range of downstream tasks, which
has significant application value.

However, the existing gap between the pre-trained data and
downstream task data significantly affects the vision-language
model’s transfer performance, which led to recent research works
about adapting VL models to downstream tasks, such as typical
prompt learning methods.

2.2 Prompt Learning
Prompt learning is first proposed in the natural language process-
ing area. It aims to extract the useful information of large-scale
pre-trained language models, such as GPT [26] and BERT [6], to
adapt to downstream tasks in the prompt design way. Recently, Con-
tinuous prompt learning is studied in Prefix-tuning [18] to utilize
the learnable vectors as prompt, which is optimized in an end-to-
end training way. In the computer vision research area, CoOp [34]
proposes to utilize the learnable vectors as the context of a text
prompt, which helps generate adaptive classification weights for
downstream task data. Based on CoOp, CoCoOp [33] proposes to
utilize a neural network to generate an input-conditional vector for
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each image, which is added to the learnable context vectors of the
text prompt for boosting the model’s generalization ability. Besides,
Zhang et al. [32] propose Tip-Adapter to construct the key-value
cache model from the few training samples set, which generates
the complementary prediction of the original CLIP’s prediction
through comparing the cache model’s information with the test
image. Wherein the cache keys can be further fine-tuned to improve
the recognition performance.

Though having achieved promising performance, the above
methods generally focus on the text side, which generally neglects
the generation of adaptive visual features to downstream tasks. We
propose fine-grained visual prompt learning to induce the vision-
language model to focus on the target object, which helps the model
capture discriminative visual information for the downstream im-
age recognition task.

3 APPROACH
The overview of our proposed FG-VPL approach is shown in Figure
2. We select the well-known vision-language model CLIP as the
backbone. In this section, we first review the framework of CLIP
and elaborate on the proposed fine-grained visual prompt (FVP)
module in Sect. 3.1, which help extract discriminative visual features.
The two-pathway adaptive recognition (TAR) module is introduced
in Sect. 3.2, which is utilized for the final classification. It is worth
noting that our proposed FG-VPL approach can be employed on
any two-stream vision-language model for broad application.

3.1 Fine-grained Visual Prompt
The CLIP model is a typical two-stream pre-trained vision-language
(VL) model, which aims to learn a common embedding space for
aligning the paired image and text. Specifically, the CLIP model
comprises an image encoder and a text encoder. The text encoder
projects the natural language text into text feature representation
with the transformer network [29]. The image encoder projects the
image into image feature representation with ResNet 50 [10] or
ViT [7]. Contrastive learning is adopted in the pre-training process,
which pulls together the matched image-text pairs and pushes away
the unmatched ones in the common embedding space. With the
help of 400 million image-text pairs, CLIP is empowered to align
massive concepts and target objects and learn powerful generic
representation. Therefore, CLIP can be naturally generalized to
the downstream image recognition task. Given the input image 𝒙 ,
the image encoder in CLIP projects it into the image feature 𝒇 (𝑥).
The class name, such as “dog”, is added to a prompt such as “ a
photo of a {CLASS}.”, which is further projected into𝒘𝒊 by CLIP’s
text encoder. 𝑘 is the number of classes and 𝑖 ∈ {1, 2, ..., 𝑘}. The
prediction probability of the input image is calculated as follows:

𝑝 (𝑦 = 𝑖 |𝑥) = exp(𝑠𝑖𝑚(𝒘𝒊,𝒇 (𝒙))/𝜏)
𝑘∑
𝑗=1

exp(𝑠𝑖𝑚(𝒘𝒋 ,𝒇 (𝒙))/𝜏)
, (1)

where 𝑦 is the prediction label, 𝑠𝑖𝑚(, ) denotes the cosine similarity
and 𝜏 is the temperature parameter. The set of 𝒘𝒊 is denoted as
𝑾 , which can be viewed as classification weights for the class.
However, there exists the domain gap between the pre-trained

data and downstream task data, which affects the generalization
performance of the vision-language model.

To address the problem, we propose the fine-grained visual
prompt (FVP) module, which guides the vision-language model
to focus on the target object in the downstream data. The adaptive
discriminative visual feature is thus extracted for improving the
recognition performance. As shown in the right part of Figure 2,
the vision transformer is selected as the vision-language model’s
image encoder, and a learnable fine-grained visual prompt is in-
put into the first transformer layer. Specifically, the image is first
split into patches as the input of the image encoder, which is de-
noted as 𝒙 ∈ 𝑅𝐻×𝑊 ×3, where the 𝐻 and𝑊 are the height and
width of the image, respectively. The patch size is denoted as 𝑃
and the number of patches is thus obtained as 𝑁 =

⌊
𝐻
𝑃

⌋
×
⌊
𝑊
𝑃

⌋
.

The 𝑖𝑡ℎ image patch 𝒙𝑖
𝑝𝑎𝑡𝑐ℎ

is then linearly projected into the 𝐷-
dimensional embedding vector. After combing the class token 𝒙𝒄𝒍𝒔
and adding the position embeddings, the input token sequence is
[𝒙𝒄𝒍𝒔 , 𝑭 (𝑥1𝑝𝑎𝑡𝑐ℎ), 𝑭 (𝑥

2
𝑝𝑎𝑡𝑐ℎ

), ..., 𝑭 (𝑥𝑁
𝑝𝑎𝑡𝑐ℎ

)]. 𝒙𝒄𝒍𝒔 is utilized to rep-
resent the whole image. We introduce a learnable 𝐷-dimensional
fine-grained visual prompt 𝒙𝑭𝑷 in the last of the token sequence.
And the input of the first transformer layer is denoted as:

𝒛0 = [𝒙0
𝑐𝑙𝑠

, 𝑭 0 (𝑥1
𝑝𝑎𝑡𝑐ℎ

), 𝑭 0 (𝑥2
𝑝𝑎𝑡𝑐ℎ

), ..., 𝑭 0 (𝑥𝑁
𝑝𝑎𝑡𝑐ℎ

), 𝒙0𝐹𝑃 ] . (2)

The transformer layer comprises a multi-head self-attention (MSA)
module and a feed-forward neural network module. When 𝒛𝒌−1
is input into the 𝑘𝑡ℎ transformer layer, the output is calculated as
follows:

𝒛
′

𝑘
= 𝐿𝑁 (𝑀𝑆𝐴(𝒛𝒌−1) + 𝒛𝒌−1) , (3)

𝒛𝒌 = 𝐿𝑁 (𝐹𝐹𝑁 (𝒛
′

𝑘
) + 𝒛

′

𝑘
) , (4)

where 𝐿𝑁 (·) is the layer normalization operation [1]. The global
interaction among the class token, image patch tokens, and the
fine-grained visual prompt are conducted through the above self-
attention mechanism in each transformer layer.

Self-attention weights in the transformer layer indicate the in-
fluence of each image patch token on the class token, which is used
for the final classification. Intuitively, the self-attention weights
are highly correlated with whether the image patch contains the
target object information, which is further utilized for detecting
discriminative patches within the object. Specifically, there are 𝐻
attention heads in the 𝑙𝑡ℎ transformer layer. 𝑸 and 𝑲 are projected
query vectors and key vectors of tokens, then the self-attention
weights among tokens are obtained as follows:

𝑨𝒕𝒕 𝒍𝒉 = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑸𝑲𝑻

√
𝐻

) , (5)

where the 𝑨𝒕𝒕 𝒍
𝒉
∈ 𝑅 (𝑁+2)×(𝑁+2) (ℎ = 1, 2, ..., 𝐻 ) denotes the atten-

tion weight of ℎ𝑡ℎ attention head and 𝑁 is the number of image
patch tokens. Considering the 𝐿 − 1 transformer layers, the total
attention weight of ℎ𝑡ℎ attention head is obtained by recursive
matrix multiplication:

𝑨𝒕𝒕𝒉 =

𝐿−1∏
𝑙=1

𝑨𝒕𝒕 𝒍𝒉 . (6)

The 𝑨𝒕𝒕𝒉 is obtained based on multi-layer self-attention weights
analyses, which can better help locate the target object. In concrete,
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Figure 2: The framework of our proposed FG-VPL approach. The left part describes the two-pathway adaptive recognition
(TAR). The right part depicts introducing the fine-grained visual prompt (FVP) into the image encoder and constructing the
original and fine-grained branch, dubbed as FG Image Encoder in the figure.

the attention weight between the image patch token and the class
token indicates the significance of the image patch token, which is
extracted from 𝑨𝒕𝒕𝒉 and denoted as 𝑨𝑴𝒄𝒍𝒔

𝒉
∈ 𝑅𝑁×1. Considering

all the 𝐻 attention heads, we obtain the final attention map as
follows:

𝑨𝑴 =

𝐻∑︁
ℎ=1

𝑨𝑴𝒄𝒍𝒔
𝒉 . (7)

As shown in the right part of Figure 2, the attention map 𝐴𝑀

presents the significance of each image patch where the target
object patches are highlighted and the background patches are
ignored. Thus, the target object, i.e., the dog in the figure, is accu-
rately located with Otsu binarization operation [22] and the largest
connected area analysis.

To obtain comprehensive discriminative visual information, we
construct two branches, i.e., the original branch and the fine-grained
branch, to extract features from the input image and the target ob-
ject, respectively. Wherein the fine-grained branch is constructed
with a new transformer layer to conduct the information interac-
tion among the class token, image patch tokens within the object,
and the fine-grained visual prompt. Specifically, the input token
sequence of the original branch is as follows:

𝒛𝑳−1 = [𝒙𝐿−1
𝑐𝑙𝑠

, 𝑭𝑳−1 (𝑥1
𝑝𝑎𝑡𝑐ℎ

), 𝑭𝑳−1 (𝑥2
𝑝𝑎𝑡𝑐ℎ

), ..., 𝑭𝑳−1 (𝑥𝑁
𝑝𝑎𝑡𝑐ℎ

), 𝒙𝐿−1𝐹𝑃 ]
(8)

The information interaction among the class token, all the image
patch tokens, and the fine-grained visual prompt is conducted in
the original branch with Eq. 3 and Eq. 4. The class token of the
original branch is then viewed as the image feature 𝒇 (𝑥), which
captures the global image information and can be improved by
tuning the fine-grained visual prompt. The input token sequence

of the fine-grained branch is as follows:

𝒛𝑂𝑏 𝑗

𝐿−1 = [𝒙𝐿−1
𝑐𝑙𝑠

, 𝑭𝑳−1 (𝑥𝑂1
𝑝𝑎𝑡𝑐ℎ

), 𝑭𝑳−1 (𝑥𝑂2
𝑝𝑎𝑡𝑐ℎ

), ..., 𝑭𝑳−1 (𝑥𝑂𝑀

𝑝𝑎𝑡𝑐ℎ
), 𝒙𝐿−1𝐹𝑃 ]

(9)
where 𝒙𝑂1

𝑝𝑎𝑡𝑐ℎ
, 𝒙𝑂2

𝑝𝑎𝑡𝑐ℎ
, and 𝒙𝑂𝑀

𝑝𝑎𝑡𝑐ℎ
denote the image patch tokens

within the target object. The information interaction within the
object is conducted in the fine-grained branch with the newly added
transformer layer using Eq. 3 and Eq. 4. By this means, the class
token of the fine-grained branch, denoted as 𝒇𝑶 (𝑥), can capture
discriminative information of the target object relevant to the down-
stream data through tuning the fine-grained visual prompt and the
newly added transformer layer during training.

Thus, the fine-grained image encoder (FG Image Encoder for
short) in Figure 2 is constructed by introducing the fine-grained
visual prompt and designing the fine-grained branch. FG Image
Enecoder focuses on the target object and extracts comprehensive
discriminative visual features for image classification, which can
be jointly optimized with the subsequent two-pathway adaptive
recognition module.

3.2 Two-pathway Adaptive Recognition
The vision-language model contains cross-modal matching knowl-
edge for generalizing to downstream tasks. Meanwhile, in the down-
stream task of image recognition with few training samples, the
visual information in the training set also plays an important role to
compare with the test image for classification. Thus, leveraging the
above cross-modal knowledge and visual information of the train-
ing set is an effective way to improve classification performance.
However, there exists the domain gap between the pre-trained data
and downstream task data to affect the classification accuracy. Thus,
we propose the two-pathway adaptive recognition (TAR) module
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Dataset Classes Train Val Test Handcrafted text prompt
ImageNet[5] 1000 1.28M N/A 50,000 itap of a {CLASS}. a bad photo of the {CLASS}. a origami {CLASS}. a

photo of the large {CLASS}. a {CLASS} in a video game. art of the
{CLASS}. a photo of the small {CLASS}.

Caltech101 [8] 100 4,128 1,649 2,465 a photo of a {CLASS}.
OxfordPets [23] 37 2,944 736 3,669 a photo of a {CLASS}, a type of pet.
StanfordCars [15] 196 6,509 1,635 8,041 a photo of a {CLASS}.
Flowers102 [21] 102 4,093 1,633 2,463 a photo of a {CLASS}, a type of flower.
Food101 [2] 101 50,500 20,200 30,300 a photo of {CLASS}, a type of food.
FGVCAircraft [20] 100 3,334 3,333 3,333 a photo of a {CLASS}, a type of aircraft.
SUN397 [30] 397 15,880 3,970 19,850 a photo of a {CLASS}.
DTD [4] 47 2,820 1,128 1,692 {CLASS} texture.
EuroSAT [11] 10 13,500 5,400 8,100 a centered satellite photo of {CLASS}.
UCF101 [27] 101 7,639 1,898 3,783 a photo of a person doing {CLASS}.

Table 1: The detailed statistics of 11 image recognition benchmark datasets. Handcrafted text prompts in Tip-Adapter [32] are
adopted in our FG-VPL approach.

with feature adapters to narrow the domain gap, as shown in the
left part of Figure 2.

In the first path, the cross-modal knowledge stored in the vision-
language model is utilized for the similarity calculation between
the test image and the text that contains the class name, which
is marked with green in the figure. Concretely, the image feature
𝒇 (𝑥𝑡𝑒𝑠𝑡 ) and object feature 𝒇𝑶 (𝑥𝑡𝑒𝑠𝑡 ) of the test image are extracted
by the FG Image Encoder, which is described in Sect. 3.1. The class
name is added to the text prompt template for generating the text
feature 𝒘𝒊 in Eq. 1 with the text encoder of the vision-language
model. One linear layer with an activation function denoted as
𝑝 (·) is adopted as a feature adapter to adapt the textual features
generated by the vision-language model to the downstream task
image in the embedding space. The new textual feature 𝒘𝒏𝒆𝒘

𝒊 is
calculated as follows:

𝒘𝒏𝒆𝒘
𝒊 = 𝛼 × 𝑝 (𝒘𝒊) +𝒘𝒊, (10)

where 𝛼 is a modulating parameter. The set of𝒘𝒏𝒆𝒘
𝒊 is denoted as

𝑾𝒏𝒆𝒘 , and two prediction logits are obtained for the test image
feature 𝒇 (𝑥𝑡𝑒𝑠𝑡 ) and object feature 𝒇𝑶 (𝑥𝑡𝑒𝑠𝑡 ), respectively.

𝒍𝒐𝒈𝒊𝒕𝒔𝑰𝒑1 = 𝒇 (𝑥𝑡𝑒𝑠𝑡 ) (𝑾𝒏𝒆𝒘)𝑇 , (11)

𝒍𝒐𝒈𝒊𝒕𝒔𝑶𝒑1 = 𝒇𝑶 (𝑥𝑡𝑒𝑠𝑡 ) (𝑾𝒏𝒆𝒘)𝑇 . (12)
In the second path, the visual information of the training set

is utilized for similarity calculation with the test image, which
is marked with blue in the left part of Figure 2. We first extract
the image features 𝒇 (𝒙𝒔𝒆𝒕 ) and object features 𝒇𝑶 (𝒙𝒔𝒆𝒕 ) from the
training set, where the object features are the average value of
image patch tokens within the object in the original branch. The
visual features are then projected using one linear layer with an
activation function denoted as 𝑞(·), which aims to adapt the visual
features from the vision-language models to downstream task data
for similarity calculation. The new visual features for the training
set and test image are:

𝒇𝒏𝒆𝒘 (𝑥𝑠𝑒𝑡 ) = 𝑞(𝒇 (𝑥𝑠𝑒𝑡 )) + 𝒇 (𝑥𝑠𝑒𝑡 ), (13)

𝒇𝑛𝑒𝑤
𝑂

(𝑥𝑠𝑒𝑡 ) = 𝑞(𝒇𝑶 (𝑥𝑠𝑒𝑡 )) + 𝒇𝑶 (𝑥𝑠𝑒𝑡 ), (14)
𝒇𝒏𝒆𝒘 (𝑥𝑡𝑒𝑠𝑡 ) = 𝑞(𝒇 (𝑥𝑡𝑒𝑠𝑡 )) + 𝒇 (𝑥𝑡𝑒𝑠𝑡 ), (15)

𝒇𝑛𝑒𝑤
𝑂

(𝑥𝑡𝑒𝑠𝑡 ) = 𝑞(𝒇𝑶 (𝑥𝑡𝑒𝑠𝑡 )) + 𝒇𝑶 (𝑥𝑡𝑒𝑠𝑡 ) . (16)

The one-hot vectors of the training set class labels are denoted as
𝐿𝑠𝑒𝑡 and two prediction logits are obtained as follows:

𝒍𝒐𝒈𝒊𝒕𝒔𝑰𝒑2 = 𝜑 (𝒇𝒏𝒆𝒘 (𝑥𝑡𝑒𝑠𝑡 ) (𝒇𝒏𝒆𝒘 (𝑥𝑠𝑒𝑡 ))𝑇 )𝑳𝒔𝒆𝒕 , (17)

𝒍𝒐𝒈𝒊𝒕𝒔𝑶𝒑2 = 𝜑 (𝒇𝑛𝑒𝑤
𝑂

(𝑥𝑡𝑒𝑠𝑡 ) (𝒇𝑛𝑒𝑤𝑂
(𝑥𝑠𝑒𝑡 ))𝑇 )𝑳𝒔𝒆𝒕 , (18)

where𝜑 (𝑠) = exp(−(1−𝑠)) is a normalization function. Considering
the above two recognition paths, we can get the prediction vectors
for the image 𝒍𝒐𝒈𝒊𝒕𝒔𝑰 = 𝒍𝒐𝒈𝒊𝒕𝒔𝑰𝒑1 +𝝀𝒍𝒐𝒈𝒊𝒕𝒔

𝑰
𝒑2 and object 𝒍𝒐𝒈𝒊𝒕𝒔

𝑶 =

𝒍𝒐𝒈𝒊𝒕𝒔𝑶𝒑1 + 𝝀𝒍𝒐𝒈𝒊𝒕𝒔𝑶𝒑2, and the final prediction vector for the test
image is calculated as follows:

𝒍𝒐𝒈𝒊𝒕𝒔 = 𝒍𝒐𝒈𝒊𝒕𝒔𝑰 + 𝛽 × 𝒍𝒐𝒈𝒊𝒕𝒔𝑶 , (19)

where 𝛽 is a modulating parameter. In the training stage, it is noted
that the so-called test image is from the training set, and the cross
entropy loss function is utilized for optimizing the proposed whole
FG-VPL model.

Overall, the cross-modal knowledge in the vision-languagemodel
and the visual information of the training set are fully utilized with
our proposed two-pathway adaptive recognition (TAR) module
while narrowing the domain gap. Besides, the matching calculation
in TAR also facilitates the FG Image Encoder in the FVP module
to focus on the target object more accurately, which benefits each
other for improving classification performance.

4 EXPERIMENTS
In this section, we first introduce the dataset setup, evaluation met-
ric, and implementation details. Comparison experiments and anal-
yses are conducted on 11 benchmark image recognition datasets
for evaluating the performance of our proposed FG-VPL approach.
Besides, ablation experiments, experiments on different vision back-
bones, and parameter experiments are conducted to verify the ef-
fectiveness of each component of the proposed approach.

4.1 Dataset Setup and Evaluation Metric
To evaluate our proposed method sufficiently, we conduct exper-
iments on 11 public image recognition benchmark datasets used
in CLIP [25]. The 11 datasets contain ImageNet [5], Caltech101 [8],
OxfordPets [23], StandfordCars [15], Flowers102 [21], Food101 [2],
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Methods Vision Backbone Training Samples Setup
1 2 4 8 16

Zero-shot CLIP [25] ResNet 50 60.3
Zero-shot CLIP [25] ViT-B_16 68.7
Linear-probe CLIP [25] ResNet 50 22.2 31.9 41.2 49.5 56.1
Linear-probe CLIP [25] ViT-B_16 32.0 44.6 54.4 62.0 67.7
CLIP-Adapter [9] ResNet 50 61.2 61.5 61.8 62.7 63.6
CoOp [34] ResNet 50 57.2 57.8 60.0 61.6 63.0
Tip-Adapter-F [32] ResNet 50 61.3 61.7 62.5 64.0 65.5
Tip-Adapter-F* [32] ViT-B_16 69.8 70.0 70.8 71.9 73.7
Our FVP Module ViT-B_16 69.7 70.7 71.3 71.5 74.5
Our TAR Module ViT-B_16 70.0 70.6 71.7 72.9 74.5
Our FG-VPL Approach ViT-B_16 70.3 71.1 72.5 73.0 75.5

Table 2: Image classification accuracy (%) comparison with other state-of-the-art methods on the ImageNet dataset under
various training sample settings. Our proposed FG-VPL approach surpasses all the comparison methods consistently in all
settings. In the table, * denotes the results obtained by running the officially released code of the comparison method. The bold
value indicates the best classification accuracy, and the underlined value indicates the sub-optimal classification accuracy.

0 10 20 30 40
Absolute improvement(%)

Food101
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OxfordPets
ImageNet

SUN397
UCF101

StanfordCars
Flowers102

DTD
FGVCAircraft

EuroSAT
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+3.4

+5.8
+6.8

+16.1
+20.9

+23.1
+27.8

+32.8
+37.0

+45.7

Our FG-VPL Approach VS. Zero-Shot CLIP

Figure 3: Image classification accuracy (%) gains of our pro-
posed FG-VPL approach over the zero-shot CLIP method on
11 benchmark datasets under the setting of 16 training sam-
ples per class.

FGVCAircraft [20], SUN397 [30], DTD [4], EuroSAT [11], and UCF
101 [27], which covers generic object classification, fine-grained vi-
sual categorization, scene recognition, texture image classification,
satellite image classification, and action recognition. The detailed
statistics of 11 datasets are shown in Table 1. For fair performance
comparison, all the models, except the Zero-shot CLIP, are trained
with 1, 2, 4, 8, 16 images per class as the training set, dubbed as 1-
sample, 2-sample, 4-sample, 8-sample, 16-sample setting, and tested
on the full test set.

The widely used image classification accuracy is adopted to
evaluate the performance of our proposed FG-VPL approach and
other comparison methods.

4.2 Implementation Details
Our FG-VPL approach selects the two-stream vision-languagemodel
CLIP [25] as the backbone, where ViT-B_16 is selected as the im-
age encoder backbone, and the transformer network is selected as
the textual encoder. Pre-trained weights from CLIP are loaded and
frozen during the training process. The same data preprocessing

method in CLIP and Tip-Adapter [32] is adopted, comprising re-
sizing, random horizontal flip, and so on. Following Tip-Adapter,
we utilize the handcrafted text prompt ensemble for ImageNet and
the single handcrafted text prompt for the other 10 datasets. In
the training stage, we set the batch size to 256, and the number of
training epochs is set as 50 for the ImageNet dataset, 400 for the
EuroSAT dataset, and 100 for other datasets, respectively. 𝛼 is set
as 0.05 and 𝛽 is set to be 0.5. 𝜆 is set as 1 as default, which can be
tuned with the validation set. AdamW [14] is adopted as the opti-
mizer, and the learning rate is set as 1e-3 with a cosine annealing
scheduler. All the experiments are conducted with Pytorch on an
NVIDIA A40 GPU.

4.3 Comparison Experiments
We conduct extensive comparison experiments with state-of-the-
art (SOTA) methods on 11 benchmark datasets under 1-sample,
2-sample, 4-sample, 8-sample, 16-sample settings following CLIP
[25] and Tip-Adapter [32]. The comparison with other methods is
fair, and the results are shown in Table 2, Figure 3, and Figure 4.
We can observe that:

• On the challenging ImageNet dataset, our proposed FG-VPL
approach outperforms all the comparison methods in all few-
sample settings, as shown in Table 2. The performance of
our FG-VPL is improved with the increase of training sam-
ples, which presents our model’s potential in adapting the
vision-language model to the downstream image recognition
task with different amounts of training data. Tip-adapter-F
[32] constructs the cache model to utilize the information
from the few-sample training set for image recognition. By
contrast, our FG-VPL approach captures the visual object
information related to the downstream image recognition
task with the fine-grained prompt design and narrows the
domain gap between the pre-trained data and downstream
task data with the two-pathway adaptive recognition mod-
ule. Thus, we achieve better recognition performance than
Tip-adapter-F with 1.8% accuracy gain in the 16-sample set-
ting. Our FG-VPL approach also outperforms CoOp [34] by
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Methods ViT-B_32 ViT-B_16
Zero-shot CLIP [25] 63.8 68.7
CLIP-Adapter [9] 66.2 71.1
CoOp [34] 66.9 71.9
Tip-Adapter [32] 65.6 70.8
Tip-Adapter-F [32] 68.7 73.7
Our FG-VPL Approach 70.1 75.5

Table 3: Image classification accuracy (%) comparison with
other state-of-the-art methods on the ImageNet with differ-
ent vision backbones under the setting of 16 training samples
per class. ViT-B_32 and ViT-B_16 denote the ViT-Base net-
work with 32 × 32 and 16 × 16 as the input image patch size,
respectively.

a margin of 3.6% in the 16-sample setting with adopting
the ViT-B_16 as the vision backbone, as shown in Table 3.
Compared with the learnable vectors in the text prompt pro-
posed in the CoOp which affects the classifier of the vision-
language model, our proposed fine-grained visual prompt
learning can directly guide the model to focus on the target
object, which obtains adaptive discriminative visual features
for the downstream image recognition task to achieve higher
accuracy.

• Figure 4 shows the image recognition performance com-
parison on all the 11 datasets described in Sect. 4.1. Our
proposed FG-VPL approach nearly achieves the best per-
formance in all the few-sample settings. On the average
classification performance metric over 11 datasets, our FG-
VPL approach achieves the best 85.6% classification accuracy,
bringing 1.8%, 1.8%, 2.9%, 3.1%, and 4.2% performance gains
over the sub-optimal Tip-adapter-F method in the settings of
1, 2, 4, 8, 16 training samples per class, respectively. It shows
the effectiveness and generalization ability of our proposed
FG-VPL approach. With more training samples, fine-grained
object information can be captured more accurately, and the
feature adapters in the two-pathway adaptive recognition
module can be trained more sufficiently, which brings higher
performance gains.

• Figure 3 shows the absolute improvements brought by our
proposed FG-VPL approach over Zero-shot CLIP. Significant
gains can be observed on various datasets. For example, on
the EuroSAT dataset, our FG-VPL approach brings 45.7%
image recognition accuracy gain. The performance gains on
most of the fine-grained datasets, i.e., FGVCAircraft, Flow-
ers102, StanfordCars, are also significant (over 20%), which
corresponds with our model design. We also achieve promis-
ing image recognition accuracy improvements on challeng-
ing datasets such as ImageNet (6.8%) and SUN397 (16.1%).
Overall, our proposed method can significantly improve the
adaptation ability of the vision-language model to various
downstream image recognition datasets with only a few
training samples.

4.4 Experiments on Different Vision Backbones
For evaluating the performance of our proposed FG-VPL approach
with different vision backbones of the image encoder in the vision-
language model, we conduct comparison experiments based on the

𝛼 0.01 0.05 0.10 0.15 0.20
ACC(%) 75.2 75.5 75.3 75.2 75.1

Table 4: The experiment about parameter 𝛼 in Eq.10 on the
ImageNet dataset in the 16-sample setting.

𝛽 0.10 0.30 0.50 0.70 0.90
ACC(%) 75.0 75.4 75.5 75.2 75.0

Table 5: The experiment about parameter 𝛽 in Eq.19 on the
ImageNet dataset in the 16-sample setting.

ViT-B_32 and ViT-B_16 vision backbones, respectively. The experi-
mental results are shown in Table 3. Our proposed FG-VPL approach
performs the best on both the vision backbones compared with
other SOTA methods. By utilizing the stronger vision backbone,
our FG-VPL shows better recognition accuracy, which indicates its
extensibility to various vision backbones. The performance gains
are also improved from the 1.4% to 1.8% compared with the subop-
timal Tip-Adapter-F method. We attribute it to the more accurate
image patch significance analyses brought by a stronger vision
backbone, which helps the model capture the visual object infor-
mation well to generate adaptive discriminative visual features for
image recognition.

4.5 Ablation Experiments
Ablation studies on the proposed two components of our FG-VPL
approach, i.e., fine-grained visual prompt (FVP) module and two-
pathway adaptive recognition (TAR) module, are conducted on
the ImageNet dataset in the 16 training samples per class setting.
Experimental results are shown in Table 2, we can observe that:

• Compared with the Zero-shot CLIP method, FVP and TAR
bring performance improvements in all the few-sample set-
tings. With the increment of training samples, our FVP mod-
ule can perform better than Tip-Adapter-F, which verifies
the effectiveness of introducing a fine-grained visual prompt
to utilize the target object feature with our FVP module.
Comprehensive and discriminative visual features are thus
captured to directly benefits image recognition.

• Our TAR module surpasses the Tip-Adapter-F in all the few-
sample settings, which verifies the effectiveness of narrow-
ing the domain gap between the pre-trained data and down-
stream task data with our two-pathway adaptive recognition
module. The combination of the two proposed components
further improves the model’s recognition accuracy to verify
their complementarity. The matching process in TAR facili-
tates the target object localization of the FG Image Encoder
in FVP, which generates stronger discriminative features for
better matching performance in return.

4.6 Parameter Experiments
We conduct parameter experiments about 𝛼 in Eq.10 and 𝛽 in Eq.19
on the ImageNet dataset in the 16-sample setting, and experimental
results are shown in Table 4 and Table 5. The proposed FG-VPL
approach achieves the best performance when 𝛼 is set as 0.05. We
attribute it to the strong language representation ability of the text
encoder of the vision-language model, which only needs a slight
adjustment to adapt to downstream tasks. 𝛽 is set as 0.5 to achieve
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Figure 4: Image classification accuracy (%) of different methods on the 11 benchmark datasets, which all adopt the ViT-B_16
as the vision backbone of the image encoder. The results of comparison methods are obtained by running their officially
released codes. Our proposed FG-VPL approach achieves the best performance, which brings significant gains compared with
the state-of-the-art method Tip-Adapter-F.

the highest image recognition accuracy. It indicates the importance
of the object feature extracted by our approach, which verifies the
effectiveness of our fine-grained visual prompt design.

5 CONCLUSION
In this paper, we propose fine-grained visual prompt learning of
vision-language models for image recognition with few training
samples. The fine-grained visual prompt is introduced into the im-
age encoder of the vision-language model to induce the model to
focus on the target object of the downstream task, which contributes
to generating discriminative features for image recognition. A two-
pathway adaptive recognitionmodule is proposed to utilize both the
cross-modal matching knowledge from the vision-language model
and the visual information from the few-sample training set for
classifying test images. Wherein the feature adapters are designed

to narrow the domain gap between pre-trained data and down-
stream task data. The proposed two components benefit each other
to improve the total image recognition performance. Extensive ex-
periments on 11 public benchmark datasets verify the effectiveness
of our proposed FG-VPL approach for adapting vision-language
models to image recognition with few training samples.

In the future, we will introduce the knowledge graph that de-
scribes the target object attributes in a fine-grained way into the
text prompt design, which is hopeful for further improving the
generalization ability of vision-language models.
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