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Unsupervised Hierarchical Dynamic Parsing and
Encoding for Action Recognition
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Abstract— Generally, the evolution of an action is not uni-
form across the video, but exhibits quite complex rhythms and
non-stationary dynamics. To model such non-uniform temporal
dynamics, in this paper, we describe a novel hierarchical dynamic
parsing and encoding method to capture both the locally smooth
dynamics and globally drastic dynamic changes. It parses the
dynamics of an action into different layers and encodes such
multi-layer temporal information into a joint representation for
action recognition. At the first layer, the action sequence is
parsed in an unsupervised manner into several smooth-changing
stages corresponding to different key poses or temporal structures
by temporal clustering. The dynamics within each stage are
encoded by mean-pooling or rank-pooling. At the second layer,
the temporal information of the ordered dynamics extracted from
the previous layer is encoded again by rank-pooling to form the
overall representation. Extensive experiments on a gesture action
data set (Chalearn Gesture) and three generic action data sets
(Olympic Sports, Hollywood2, and UCF101) have demonstrated
the effectiveness of the proposed method.

Index Terms— Action recognition, temporal clustering, hierar-
chical modeling, dynamic encoding.

I. INTRODUCTION

APPEARANCES and dynamics are two important
components of actions. Effectively encoding these

spatial-temporal information into representations is crucial
for various action-based applications. Especially, the perfor-
mance of action recognition methods depends heavily on
the representation of video data. For this reason, many
recent efforts focus on developing various feature encoding
methods and action representations in different levels. The
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widely-used Bag-of-Visual-Words (BoW) [1] based action
representation is able to well encode appearance information
of the video. The BoW framework includes three steps: local
descriptors extraction, codebook learning, and feature encod-
ing or descriptors pooling. The raw local descriptors them-
selves are noisy and the discriminative power of the distributed
BoW representation comes from the efficient encoding of these
local descriptors. Generally, most encoding methods such as
BoW and Fisher vector [2], aggregate all local appearance
descriptors without considering their temporal positions. As a
result, the temporal dependencies and dynamics of the video
are seriously neglected.

Dynamics characterize the inherent global temporal depen-
dencies of actions. Existing dynamics-based approaches gen-
erally view the video as a sequence of observations and
model it with temporal models. The models can either be
state-space-based such as Hidden Markov Model (HMM) [3]
and Conditional Random Field (CRF) [4] or exemplar-based
such as Dynamic Time Warping (DTW) [5]. Such models
generally not only require a large amount of training data to
exactly estimate parameters, statistics and temporal alignments
but also cannot directly lead to vector representations with
a fixed dimension. Recently, Fernando et al. [6] propose to
pool frame-wise features via learning to rank within the BoW
framework, which encodes the temporal evolution of appear-
ances in a principled manner and results in a representation
with the same dimension of the frame-wise features. The
dynamics are considered as the ordering relations of frame-
wise features and the changes of all successive frames are
treated equally.

The dynamic behind an action is time-varying and not
easy to be figuratively expressed. However, for a specifically
given action video, the dynamic does have some intuitive
rhythms or regularities. One clue is that humans can recognize
an action from some ordered key frames. Typically each frame
captures a key pose, and the number of key poses is much
smaller than the number of frames in the whole video. Taking
an example of Fig. 1, a video recording an action “jump”
may contain up to hundreds of frames, but only three key
poses can represent the drastic changes in the dynamics:
running approach, body stay flew in the air and touch down.
There may be many similar frames corresponding to each
key pose. These key poses segment the whole action into
different divisions or stages, and each stage consists of the
frames related to a key pose. Therefore, the dynamics of
an action can also be viewed as a hierarchy. The dynamics
within each stage are relatively stable, and the dynamics of
the sequence of the stages or key poses represent the essential
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evolution of the action. Encoding the dynamics at different
levels indiscriminately may bury the essential evolution, and
be sensitive to noises and temporal distortions.

In this paper, we incorporate the dynamics in both levels
into a joint representation for action recognition. We build
an unsupervised hierarchical structure for each action video
to parse the dynamic of appearances into different levels and
encode them in different layers. In the first layer, we parse
the sequence of frame-wise features into different stages and
encode the dynamic and appearances into a feature vector
within each stage. In the second layer, we extract high-level
dynamic encoding representation by rank pooling the encoded
features produced in the first layer.

The contributions of this work include: 1) The proposed
hierarchical parsing and encoding is a new unsupervised
representation learning method. It hierarchically abstracts the
prominent dynamic and generates a representation that is
robust to speed and local variations and captures the high-
level semantic information for a video. 2) We propose an
unsupervised temporal clustering method to achieve efficient
dynamic parsing. It is built on a single action sequence and no
annotations or training are needed to perform parsing. 3) The
extracted representations from multi-scale parsings provide
complementary discriminative information and hence can be
combined.

This paper is an extension of our previous conference
paper [7]. The major extensions include: 1) For video-based
action video, the sequence of frame-wise features is first
modeled by linear dynamic system and the state sequence is
used instead of the observation sequence to obtain the parsing
segments; 2) The proposed method is experimentally evaluated
with deep-learning-based frame-wise features on the large
scale UCF101 dataset, and with the Fisher Vector encoding
in addition to the BOW encoding on the other datasets;
3) The influences of parameters and the effects of temporal
clustering are experimentally evaluated on more datasets with
more illustrations; 4) The relationships and comparisons of
the proposed method with rank pooling [6] and improved
dense trajectories [8] are discussed in detail; 5) “Deeper”
hierarchical model is built with more than two layers and the
representations from these layers are combined.

The rest of this paper is organized as follows: Section II
briefly reviews the existing work on action recognition;
Section III presents the proposed hierarchical dynamic parsing
and encoding method; We evaluate the proposed method in
Section IV and draw conclusions in Section V.

II. RELATED WORK

Since appearance and dynamics are two important aspects
of actions, most previous work on action recognition can be
accordingly categorized into two groups: appearance-based
and dynamic-based. We briefly review the related methods in
both categories.

A. Appearance-Based Action Representation Methods

Various features have been proposed to represent the
appearances of frames, which can be either hand-crafted or

deeply learned. For extracting hand-crafted features, BoW
framework is widely used. Different BoW-based methods
differ in the local visual descriptors and the coding scheme.
HOG [9], [10], HOF [11] and MBH [12] are typical
low-level descriptors used in video-based action recogni-
tion. These descriptors can be computed either sparsely
at local space-time cuboids [13] or by dense sampling
scheme [8], [14]. HOG/HOF descriptors are extracted around
STIPs in [13]. Several descriptors such as HOG and
MBH are fused to encode the densely sampled trajectories
in [12], and the dense trajectories are improved to cor-
rect camera motion in [8]. Various coding variants have
also been proposed to encode these local descriptors, such
as local soft assignment [15], sparse coding [16], locality-
constrained linear coding [17], super vector coding [18],
multi-view super vector [19], super sparse coding with
spatial-temporal awareness [20], Fisher vector [2], vector of
locally aggregated descriptors [21], [22], and rank pooling [6].

Efforts have also been made to construct hierarchical feature
representations based on BoW to capture context information
and high-level concepts. Three levels of spatial-temporal con-
text hierarchy are modeled in ascending order of abstraction
in [23]. At multiple spatial-temporal scales, the most dis-
criminative class-specific shapes of space-time feature neigh-
borhoods are learned in [24] and the contextual interactions
between interest points are encoded to augment local features
in [25]. A two-layer nested Fisher vector encoding is stacked
in [26].

Another way to represent appearance is to exploit mid-level
representation through mining discriminative action parts. For
depth videos, the parts can be conjunctive structures [27], [28].
For RGB videos, the parts can be subvolumes [29], [30],
salient spatio-temporal structures [31], intermediate concepts
related to underlying sub-modalities [32], tight clusters with
coherent appearance and motion features [33], spatio-temporal
patches [34]. In [35], atomic parts of action called motion
atoms are discovered by discriminative clustering, and a
temporal composite of motion atoms called motion phrases
are mined in a bottom-up manner. The activations of motion
features, atoms and phrases are stacked to form the final
representation.

Different from hand-crafted features, deep neural networks
have been applied to learn representations directly from
videos. 3D Convolutional Neural Network (CNN) is proposed
to capture the motion information in adjacent frames by
performing 3D convolutions in [36]. A thorough evaluation of
CNNs on large-scale video classification is presented in [37].
In [38], convolutional features generated by deep architectures
are aggregated by trajectory-constrained pooling. In [39],
appearance and motion-based CNN features are computed
from all the tracks of body joints. In [40], the sequence of
convolutional net-based frame-wise features for a video is
mapped by multi-layer Long Short Term Memory (LSTM)
networks into a fixed length representation, which is decoded
by another LSTM to produce a target sequence for unsuper-
vised training. In [41], deep 3D ConvNets (C3D) are trained on
large-scale supervised video datasets to learn spatio-temporal
features.

Authorized licensed use limited to: Peking University. Downloaded on December 04,2023 at 14:12:47 UTC from IEEE Xplore.  Restrictions apply. 



5786 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 26, NO. 12, DECEMBER 2017

Fig. 1. The action “jump” can be roughly parsed into three divisions: running approach, body stay flew in the air and touch down. Each division can also
be parsed into different sub-divisions.

B. Dynamic-Based Action Modeling Methods

Both deterministic models and generative models have been
studied to model and represent dynamics and motions in
action recognition. For deterministic models, the temporal
structures or alignments are explicitly modeled. Dynamic
time warping (DTW) is used to align action sequences for
recognition in [5]. Maximum margin temporal warping is
proposed in [42] to learn temporal action alignments and
phantom action templates. Latent SVM is employed to learn
segment classifiers with the corresponding temporal displace-
ments in [43], the latent hierarchical model in [44], and
temporal segmental grammars in [45] for modeling the tem-
poral structures of motion segments or sub-activities. Actom
sequence model [46], [47] represents an action by a sequence
of pre-defined temporal parts called actoms. Graphs [48], [49]
are also used to model temporal structures and relationships
among local features. Order-preserving optimal transport is
proposed to match action sequences in [50].

Recently deep neural architectures are employed for
modeling actions. In [51], spatial and temporal nets are
incorporated into a two-stream ConvNet. In [52], salient
dynamics of actions are modeled by the differential recurrent
neural networks. Factorized spatio-temporal convolutional net-
works (FSTCV) proposed in [53] factorizes the 3D convolution
kernel learning as a cascade of 2D spatial kernel learning and
1D temporal kernel learning, and multiple clips sampling
strategy is used to handle alignment. In [54], temporal segment
network (TSN) models the dynamics throughout the entire
video by applying two-stream ConvNets on a sequence of
sparsely sampled short snippets.

Generative models are typically based on temporal (hidden)
state-space, such as HMM [3], [55]–[57], coupled HMM [58],
semi-Markov model that incorporates prior knowledge on
state duration [59], CRF [4], HCRF [60], dynamic Bayes
nets [61], temporal AND-OR graph [62], and linear dynamic
systems [63]. Hierarchical sequence summarization is achieved
in [64] by recursively learning hidden spatio-temporal dynam-
ics based on latent variables of CRFs and grouping observa-
tions with similar latent states. The hierarchical combinatorial
structures of cross-view actions are represented by a com-
positional multi-view AND-OR model in [65] via explicitly
modeling the geometry, appearance and motion variations.

The proposed HDPE method incorporates both appearances
and dynamics. The input video is represented by a sequence
of appearance features, which is further parsed into different
stages. The local appearances within each stage and the

dynamics at different levels of the hierarchy are encoded into
a compact representation in a bottom-up manner. The parsing
is achieved by a novel temporal clustering algorithm. We also
briefly discuss the differences with some other methods for
parsing a sequence into segments or clusters.

C. Temporal Clustering for Sequence Parsing

Aligned cluster analysis [66] divides a sequence by mini-
mizing the similarities among the segments, where the simi-
larity between two segments is measured by a dynamic time
alignment kernel. As the dynamics of each segment may not be
stable, the segments do not correspond to stable action stages.
In contrast, our method divides a sequence into segments by
minimizing the within-segment variances so that the frames
within each segment are similar. As each segment shows a
stable dynamic, it can be viewed as a stage of an action.
In MMTC [67], features in sequences are clustered into several
common clusters, and a multi-class SVM is trained to assign
clusters using all training sequences. Our method acts on each
individual sequence independently and no training is needed,
and the segments from different sequences are different and
only account for the evolution of the specific sequence.

III. HIERARCHICAL DYNAMIC PARSING AND ENCODING

Video-wise temporal evolution modeling method proposed
in [6] aggregates the frame-wise features into a functional rep-
resentation via a ranking machine. This representation captures
the evolution of appearances over frames and hence provides
the video-wise temporal information. However, the ranking
function within the learning to rank machine attempts to rank
all the frames in the video and these frames are equally
treated, which ignores the non-stationary evolution of dynamic
within different stages and cannot directly exploit the complex
hierarchical temporal structures. Hierarchical architecture has
the ability to learn a higher-level semantic representation by
pooling local features in the lower layer and refining the
features from the lower layer to the higher layer. In this
section, we propose a hierarchical temporal evolution model-
ing method, namely Hierarchical Dynamic Parsing and Encod-
ing or HDPE, to take the “rhythmic” of stage-varying dynamics
into account. The pipeline of HDPE is shown in Fig. 2.

A. Unsupervised Temporal Clustering

In order to capture the temporal structures corresponding
to relatively-uniform local dynamics, we first propose an
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Fig. 2. The pipeline of the proposed method. The first layer can either adopt mean pooling (left) or rank pooling (right).

unsupervised temporal clustering method that learns the parse
of an action sequence only from the sequence itself.

For each action video, we extract a feature vector from
each frame. Thus the action video can be represented as a
sequence of such features. We denote the video by X =
[x1, x2, · · · , xT ], where xt is the feature vector extract from
the t-th frame, and T is the number of frames in the whole
video. We denote the partition of X by a segmentation path
P = [p1, p2, · · · , pL ], where L is the number of divisions,
typically L < T . pt = [st , et ]T provides the range {st , st +
1, · · · , et } of the t-th division, st and et are the start and end
indexes of the frames in this division. The number of frames
divided into the t-th division is lt = et − st + 1. We hope
that each division contains a set of steady evolving frames
corresponding to the same key pose or temporal structure.
We require P being a non-overlapping and completing partition
that covers the whole video. The term “non-overlap” means
no frame can be simultaneously divided into two divisions,
the term “complete” means that every frame in the sequence
must be divided into one and only one division, hence the ele-
ments of P satisfy the following constraints: s1 = 1, eL = T ,
st+1 = et + 1,∀t = 1, · · · , L − 1, et ≥ st ,∀t = 1, · · · , L.
There may be noisy or outlier frame in the sequence, which
is significantly different with its successive neighbor frames.
To avoid assigning such outlier frame into a separate divi-
sion and prevent extremely unbalance divisions, we make
the restriction on the number of elements in each division.
Specifically, we limit the maximum number of elements within
one division by lm = f · lave, where f is the band factor, and
lave = T

L is the average number of elements in each division
by uniform segmentation.

Given a partition P, we define a sequence U =
[µ1,µ2, · · · ,µL ], where µ j is the mean of frame-wise fea-
tures of the frames in the j -th division. U only contains the
key atoms that reflect the basic and drastic evolutions of X.
Each atom can be viewed as relating to a key pose and is
an inevitable stage of the action. Therefore, we call U the
essential sequence of X. Once U is given, the partition P
can be obtained by computing the optimal alignment path
along which the sum of distances between the aligned elements

in X and the warped U is minimal among all possible paths:

min
P

L∑

j=1

e j∑

i=s j

∥∥xi − µ j
∥∥2

2 (1)

Consider a partial path that assigns the first i -th elements
in X to the first j -th elements in U, and the last l elements of
the first i -th elements in X are assigned to the j -th element
of U. We denote the sum of element-wise distances along
this partial path by the partial distance d(i, j, l). The minimal
partial distance can be determined recurrently:

d(i, j, l) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∥∥xi − µ j
∥∥2

2 , l = 1, i = j = 1
∥∥xi − µ j

∥∥2
2 + lm

min
k=1

d(i − 1, j − 1, k), l = 1
∥∥xi − µ j

∥∥2
2 + d(i − 1, j, l − 1), l ≤ lm

In f, otherwi se

(2)

Eq. (2) does not have aftereffect, hence Eq. (2) can be effec-
tively solved by dynamic programming. When both partial
sequences reach the end, the minimal distance along the

optimal path is determined by
lm

min
l=1

d(T, L, l) and the optimal

partition path P can be obtained by back tracking.
Given the partition P of the sequence X, the essential

sequence U can be obtained by computing the mean of
each division. The essential sequence in turn can be used to
parse the sequence X into different divisions. Determining the
essential sequence U and computing the partition P rely on
each other. We develop an unsupervised temporal clustering
method to jointly mine temporal structures in the sequence X
and learn the partition P that parses X into stages with respect
to these temporal structures.

We first initialize the partition P to be a uniform partition
that divides the sequence X into L equal segments. For
example, if L = 3, T = 9, i.e. we divide a sequence
X with 9 elements into 3 segments, the initial partition
P = [[1, 3]T , [4, 6]T , [7, 9]T ]. Then we compute the essential
sequence U = [μ1, μ2, · · · , μL ], whose elements are the
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Algorithm 1 Unsupervised Action Parsing by Temporal
Clustering

means of elements in the corresponding divisions:

µ j = 1

l j

e j∑

k=s j

xk, j = 1, · · · , L (3)

After that, we update the partition P by aligning the
elements in X to those in U to parse X using the dynamic pro-
gramming algorithm. The essential sequence U is recomputed
in turn with the updated P. The two procedures are continued
until the partition is unchanged with the previous iteration or a
pre-fixed number of iterations is reached. We summarize
the joint partition learning and temporal clustering algorithm
in Alg. 1.

1) Convergency: Given P, computing the essential sequence
U by using Eq. (3) is equivalent to the solution of minimum

mean square error problem: min
µ

e j∑
i=s j

‖xi − µ‖2
2, j = 1, · · · , L.

Given U, computing P directly minimizes Eq. (1). Both
procedures reduce the objective of Eq. (1). Eq. (1) has a

trivial lower bound
L∑

j=1

e j∑
i=s j

∥∥xi − µ j
∥∥2

2 ≥ 0,∀P, U. Thus the

partition learning algorithm will at least converge to a local
minimum.

2) Computational Complexity: The complexities of
dynamic programming Eq. (2) and calculating Eq. (3)
are O(L Nd) and O(Nd), L, N and d are the number
of segments, the length of the input sequence and the
dimension of the frame-wise features. Similar with k-means
clustering, in practice, temporal clustering also converges fast
and the improvement on the results is small after the first
dozen iterations, especially when the sequence does show
a segmentation structure. We fix the maximum number of
iterations to 30 in our experiments. Hence the complexity of
the temporal clustering Alg. 1 is O(L Nd). As the method
processes each sequence separately, parallel speedup can be
easily performed.

B. State Sequence Extraction Via Linear Dynamic Systems

For video-based actions, the state-of-the-art features
extracted from each frame are generally very high-dimensional
and contain redundant and noisy information. For example, for
the improved dense trajectories-based feature [8] discussed in
Sec. II, which is perhaps the most widely used hand craft

features for action videos, when encoding the MBH descrip-
tors, the dimensionality of frame-wise features is 49 152 if
the Fisher Vector encoding method is used with 256 number
of Gaussians and a compression factor of 0.5 for PCA.
As analyzed in Sec. III-A, the computation complexity of the
temporal clustering algorithm 1 is linearly proportional to the
dimensionality of the frame-wise features d . Directly parsing
the sequence of such high-dimensional features introduces a
heavy computation overhead. Moreover, the temporal clus-
tering algorithm 1 relies on the Euclidean distance between
frame-wise features, but the distance measure may be mean-
ingless in such high-dimensional space.

A straightforward way to handle such high-dimensional data
is to perform dimensionality reduction. However, supervised
dimensionality reduction methods such as [55] and [68] not
only introduce supervision information but also need large
amounts of training samples and high space and time com-
plexities to train the transformation. Even for the simple
unsupervised PCA, a covariance matrix of huge size need to be
calculated and processed to obtain the projection, the temporal
dependencies of frame-wise features are totally lost and all the
training sequence samples need to be available for training.

The goal of temporal clustering is to segment a sequence
into several dynamic-coherent partitions. It is desired that the
dynamics of human motions are gradual within each partition.
However, for RGB video data, it is difficult to detect and
represent human motion dynamics in clustered background.
What can be observed are the hand-crafted or learned features
representing the global appearances of frames. The essential
human poses or motions cannot be directly represented, but
can only be considered as latent states. The frame-wise
features can then be viewed as the observations generated
by the corresponding states. The viewpoint changes and the
clustered background can be viewed as the observation noises
introduced in the generation process. Therefore, it is natural
to model the temporal dynamics of a feature sequence by the
linear dynamic system (LDS). It has been shown in [63] that
the motion dynamics of a feature sequence can be represented
by the state trajectory sequence with only a few dimensions
per frame, where the state sequence can be obtained from the
sequence itself by a LDS.

For an action video, the evolutions of its frame-wise features
can be modeled by an LDS as follows:

{
st+1 = Ast + γt

xt = Bst + ηt
(4)

where the sequence X = [x1, x2, · · · , xT ] of frame-wise
features is also called the observation sequence, and S =
[s1, s2, · · · , sT ] is the latent state sequence. st ∈ R

d ′
is

the state or latent variable corresponding to the frame-wise
observation xt ∈ R

d at frame t . d is the dimensionality
of the frame-wise features, and d ′ is the dimensionality of
the frame-wise states. The state sequence is modeled as a
first-order Markov process, that is, the next state st+1 is
determined by the current state st , and the current observation
xt is determined by the current state st . γt ∼ N(0,�γ ) and
ηt ∼ N(0,�η) are the system noise and the observation
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noise, respectively, which are modeled by two zero-mean i.i.d.
Gaussian processes. �γ and �η are the co-variances of the
corresponding Gaussian distributions, respectively.

Given the observation sequence X ∈ R
d×T , the parameters

in Eq. (4) and the state sequence S ∈ R
d ′×T have closed-form

least squares estimations [69]. The singular value decomposi-
tion (SVD) is first applied to X: X = U�VT , where U ∈ R

d×d

and V ∈ R
T ×T are orthogonal matrices, and � ∈ R

d×T

is a rectangular diagonal matrix. The state sequence can be
estimated as:

S = �̃VT (5)

where �̃ ∈ R
d ′×T is the truncated rectangular diagonal matrix

that only preserves the rows of � with respect to the d ′ largest
diagonal values. The other parameters can be estimated as:

B = U, A = S2:T S+
1:T −1

where + is the Moore-Penrose inverse. A is in fact the least
squares estimation from: A = arg min

A
‖AS1:T −1 − S2:T ‖2

F .

�γ and �η can then be estimated from the residuals.
A and B can be viewed as the system dynamic matrix

that controls the transition from the current state to the
next state and the appearance mapping matrix that maps the
latent state to the output observation, respectively. In this
way, LDS decouples the sequence into latent dynamics and
appearance observations, and the state sequence S thus reveals
the basic dynamic evolution of the sequence. The intrinsic
dimensionality d ′ of the state space is usually quite small.
In [63], d ′ is set to 3, and S can still reflect the basic
dynamic behavior. In this paper, we set d ′ to 15 or 30 in our
experiments. Performing temporal clustering on S instead of
X with thousands of dimensions not only generally produces
more accurate parsing segments because the disruption of the
large appearance variations and noises is weakened, but also
leads to a significant speedup since the complexity of the
temporal clustering increases linearly with d ′.

C. The First Layer Modeling

For an action sequence sample X = [x1, x2, · · · , xT ],
we first parse it into L divisions using Alg. 1. We denote
the parsing result of X by P = [p1, p2, · · · , pL ]. The evo-
lution within each division is relatively steady and hence the
frames in each division can be equally treated. An abstract
feature vector can be extracted from each division via mean
pooling or rank pooling [6].

Mean pooling simply uses the mean of the frame-wise
features as the output of the division. For the l-th divi-
sion, we denote the segmentation fragment as X[l] =
[xsl , xsl+1, · · · , xel ]. The mean pooling result of the division
can be calculated as:

wl = 1

el − sl + 1

el−sl∑

τ=0

xsl+τ

Rank pooling learns a linear ranking function to order the
frame-wise features in each division via learning to rank and
uses the parameters of the function as the representation of

the temporal structure associated with the division. Since video
frames usually exhibit large variations, the low-level and noisy
hand-crafted features in the same video sequence can vary
significantly, and abrupt changes or distortions often occur.
Therefore, the connection between the features and the frame
index is quite weak, and hence the learned ranking functions
may be disturbed by the undesirable abrupt variations or dis-
tortions. To smooth hand-crafted features and enhance their
correlations along the evolution, a vector valued function that
transforms each element xsl+t to the corresponding time vary-

ing mean vector vsl+t = usl +t∥∥usl +t
∥∥ , where usl+t = 1

t+1

t∑
τ=0

xsl+τ ,

is first applied to X[l], resulting in V[l] = [vsl , vsl+1, · · · , vel ].
The high-level deep-learning-based frame-wise features

such as C3D [41] are extracted from local spatial-temporal vol-
umes and hence have already been smoothed. The dependency
between such high-level features and the frame index can be
directly learned by a ranking function. Therefore, for such
features, we apply rank pooling directly on the normalized
independent representations vsl+t = xsl+t∥∥xsl+t

∥∥ .

A linear function f (wl; v) = wT
l · v is used to predict

the ranking score for each vsl+t . The parameters wl of the
linear function is learned to rank the orders of the elements
in the division, such that f (wl; vsl ) > f (wl; vsl+1) > · · · >
f (wl; vel ).

arg min
wl

1

2
‖wl‖2 + C

∑

0≤a<b≤el−sl

εab

s.t . wT
l · (vsl+a − vsl+b) ≥ 1 − εab,

εab ≥ 0,∀0 ≤ a < b ≤ el − sl (6)

wl is used as the representation of the l-th temporal struc-
ture. After the first layer modeling, the original sequence
X is mapped to the sequence of key temporal structures
W = [w1, w2, · · · , wL ], which contains high-level abstract
information based on the original representation.

For simple actions and fine-grained actions, compared with
the dynamic of divisions, the dynamic within each division
is quite uniform and contributes little to the discrimination
of the whole actions. Changing the orders of frames in a
division does not influence the understanding of the action.
Mean pooling is suitable for such cases, which is equivalent
to extracting key frames. The key frames are more robust to
individual frames and local distortions since each key frame is
the mean of a division. For complex activities, the dynamics in
divisions may be complex so that the orders of frames in each
division cannot be changed, and hence it is better to apply
rank pooling.

D. The Second Layer Modeling

The output sequence W = [w1, w2, · · · , wL ] from the first
layer reflects the essential temporal evolution of the sequence,
which can be thought as the sequence of key poses, each pose
is a pooling of the frames in the corresponding stage and
captures the stage-wide temporal evolution. The second layer
extracts the video-wise temporal evolution from these ordered
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Fig. 3. The multi-layer HDPE model.

stage-wide temporal evolutions. The learning-to-rank model-
ing used in each division of the first layer is applied to W.
A ranking function f (y; w′) = yT · w′ that aims at providing
the orders of the time varying mean vectors w1

′, w2
′, · · · , wL

′
by applying vector valued function to elements of W such that
f (y; wl

′) > f (y; wk
′),∀1 ≤ k < l ≤ L. The parameter vector

y of f (y; w′) serves as the final representation of the video
sequence X.

Several advantages of the proposed HDPE method are
as follows. First, the method is totally unsupervised, sim-
ple and easy to perform. The parsing, the state sequence
extraction and the hierarchical encoding are all built on a
single action sequence. No annotations are needed to perform
parsing or encoding, and no labels or negative data are
needed for training. Second, the method is robust to local
distortions and individual outliers or noisy frames. The abstract
feature produced by the first layer for each division is a
pooling of all the frame-wise features in the division, and few
outliers or distortions have little effect on the pooling result.
Third, the learned representation implicitly combines local
appearances and global dynamic in a principled hierarchical
manner. The orders within the parsed divisions are not so
important, hence the pooling of the first layer focuses on
capturing the locally averaged appearances. The temporal
orders among the divisions are crucial and reflect the inherent
dynamic of the video. The encoding of the second layer
focuses on capturing such global high-level dynamic.

E. Stacking More Layers

In the aforementioned sections, we have constructed a two-
layer hierarchy. Further, our method can be easily generalized
to more layers as shown in Fig. 3. The input action video
is firstly represented by a sequence of frame-wise features,
which serves as the input sequence of the first layer. Within the
layer, the state sequence is extracted from the input sequence
and temporal clustering is performed to the state sequence
to parse it into segments. In the next, the frame-wise features

within each segment are readily encoded into a vector by mean
pooling or rank pooling operation, and all the encoded feature
vectors of all the ordered segments are gathered together
to form a new sequence representation, which is the output
of this layer and also serves as the input sequence of the
next layer. The above parsing and encoding process can be
repeated to build a multi-layer HDPE model. At last, a vector
representation can be extracted by rank pooling from the
encoded output sequence of any layer. In order to obtain the
final HDPE representation of the video, either the rank pooled
vector of the last layer or the combination of vectors of all the
layers can be adopted. The length of the encoded sequence
of a layer is shorter than the input sequence of this layer.
Therefore, for a video with T frames, at most T − 1 layers
can be constructed.

IV. EXPERIMENTS

In this section we evaluate the performance of the pro-
posed method on one gesture recognition dataset, i.e. the
Chalearn gesture dataset, and three challenging generic action
recognition datasets, including the Olympic Sports dataset,
the Hollywood2 dataset and the UCF101 dataset.

A. Datasets
1) ChaLearn Gesture Recognition Dataset [70], [71]:

This dataset consists of Kinect video data from 20 Italian
gestures. There are 955 videos in total, and each video contains
8 to 20 continuous gestures. The recordings and annotations
include RGB, depth, foreground segmentation and Kinect
skeletons. The dataset is split into training, validation and
test sets. Following [72], [73], and [6], since we focus on
individual gesture action recognition, we perform experiments
on the segmented video clips each contain one gesture instance
using the ground truth segments, and report the multi-class (the
mean over all classes) precision, recall and F-score measures
on the validation set.

2) Olympic Sports Dataset [43]: This dataset contains
783 video sequences from 16 sports actions. The videos
are collected from YouTube and annotated using Amazon
Mechanical Turk. The dataset is split into training and test
sets. The training set includes 649 video sequences and the
test set includes the remaining 134 video sequences. We report
the mean average precision over all classes (mAP) as in [8]
and the accuracy as in [42].

3) Hollywood2 Dataset [9]: This dataset contains
RGB-video data from 12 generic action classes. There are
in total 1,707 video clips in the dataset, which are collected
from 69 different Hollywood movies. The dataset is split into
training and test sets. The training set includes 823 videos
and the test set includes the remaining 884 videos. The videos
in the two sets are selected from different movies. We report
mAP as in [9] and [8].

4) UCF101 Dataset [74]: This dataset contains
13 320 video clips from 101 realistic action classes. The
videos are collected from YouTube. The dataset is challenging
for the diversity in actions and variations in viewpoint, camera
motion, scale, illumination, cluttered background, etc. The
dataset provides three training/testing splits, and we report
the average accuracy over the splits as in [74].
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B. Experimental Setup
1) Frame-Wise Features: For each action video, we extract a

high-dimensional feature vector from each frame and represent
the video by a sequence of frame-wise features. For the
Olympic Sports dataset and the Hollywood2 dataset, we use
the improved dense trajectories descriptors [8], which have
achieved state-of-the-art results. We extract trajectory, HOG,
HOF and MBH descriptors from the trajectories corresponding
to a dense regular grid for all frames. We follow the same
settings with [8] when extracting descriptors and the dimen-
sionalities of the trajectory, HOG, HOF and MBH descriptors
are 30, 96, 108 and 192, respectively. The square-root trick is
applied on these descriptors except trajectory descriptors.

We use two methods to aggregate these descriptors: bag-of-
visual-words (BoW) encoding and fisher vector (FV) encod-
ing. For BoW, we learn a codebook with a size of (4 000)
for each type of descriptors by k-means clustering as in [8]
and quantize the descriptors to their nearest visual words in
the codebook. The histogram of the quantized descriptors in
one frame is used as the frame-wise feature of the frame.
Hence the dimensionality of the frame-wise features is 4, 000.
For FV, we first reduce the dimensionality of each type of
descriptors by a factor of two using PCA. We then train a
Gaussian Mixture Model with K = 256 Gaussian components
for each type of descriptors. The dimensionality of the frame-
wise features by FV is d = 2K D for a type of descrip-
tors, where D is the reduced dimension of the descriptors
after PCA.

For the Chalearn Gesture recognition dataset, we employ
the skeleton features provided by Fernando et al. [6]. The
normalized relative locations of body joints w.r.t the torso
joints are calculated and clustered into a codebook with a
size of 100. The histogram of the quantized relative locations
in one frame is employed as the frame-wise feature with a
dimensionality of 100.

For the UCF101 dataset, we extract the deep-learning-based
features by using the 3D convolutional (C3D) network [41].
For each video, a 3D-window with a width of 16 frames is
sliding along the frame axis with a movement of 2 frames
each time, resulting in a sequence of clips. The C3D network
pre-trained on the Sports-1M dataset [37] is applied to these
clips to extract 4096-dimensional feature vectors. Each video
is then represented by a sequence of C3D features.

2) Implementation Details: The order in Eq. (6) can also be
inverse, i.e., the rank value computed from the linear function
of the previous frame is forced to be smaller than that of the
current frame. If the first layer adopts rank pooling, the second
layer encodes the results of the first layer with the same
order and combines them together. If the first layer adopts
mean-pooling, the second layer encodes the results of the
first layer in both forward and inverse orders and combines
them together. Following [6], we also use the SVR solver of
liblinear [75] to solve Eq. (6) and fix the value of C to 1.

On the ChaLearn dataset and the Hollywood2 dataset, when
using the BoW encoding, we apply chi-squared kernel map on
each time varying mean vector in the second layer and apply
the L2 normalization on the output representation of the sec-
ond layer. The average kernel strategy is adopted to fuse the

TABLE I

COMPARISON OF PERFORMANCES USING THE TWO POOLING
METHODS ON THE CHALEARN GESTURE DATASET

representations generated from different types of descriptors.
When using the FV encoding, we apply the square-root trick
on each time varying mean vector in the second layer. The
representations of different descriptors are concatenated and
we apply L2-normalization to the final representation. On the
UCF101 dataset, we apply chi-squared kernel map followed
by the L2 normalization to the final representation. For all
datasets, we train linear SVMs for classification, where C is
fixed to 100.

C. Comparison of Pooling in the First Layer

In the first layer modeling, the encoding of each division
could either be mean pooling or rank pooling as mentioned
in III-C. We compare the two pooling methods on the
Chalearn Gesture dataset, the Olympic Sports dataset, the
Hollywood2 dataset, and the UCF101 dataset, in Tab. I to
Tab. VI, respectively. Both the BoW-based and FV-based
frame-wise features are evaluated on the Olympic Sports
dataset and the Hollywood2 dataset. M-HDPE and R-HDPE
denote that the mean pooling and the rank pooling are used
in the first layer modeling in HDPE, respectively.

Generally, the mean pooling outperforms the rank pooling
on the ChaLearn gesture dataset, the Olympic Sports dataset
and the UCF101 dataset, while the rank pooling achieves
better results on the Hollywood2 dataset. This verifies the
explanation in III-C. That is, for fine-grained actions such
as gestures, since the evolution within each division is quite
uniform, the within-division dynamic can be ignored, and the
local appearance information is enhanced by mean-pooling.
In the Olympic Sports dataset and the UCF101 dataset, each
video only contains a single action performed by a single
subject in the same scene. There is no shot cut or change
between sub-lenses. As shown in Fig. 4(a), such one-fold
actions are relatively simple, and the divisions parsed from
such short actions correspond to quite uniform stages of the
action. Thus mean pooling within divisions performs better.

However, as shown in Fig. 4(b), the video in the
Hollywood2 dataset generally contains more than one scenes
and actions. There are usually multiple subjects performing
different motions, or performing the same action in different
time intervals or scenes. The viewpoint often switches several
times among different sub-lenses or storyboards. Although a
subject action exists, it is often accompanied by many erratic
motions. Such action is made up of several short components
and hence is more complex. As can be observed, many divi-
sions parsed from such complex action actually correspond to
different scenes, viewpoints and sub-lenses. The comparatively
complete motion in each division also shows unsteady and
complex dynamics. The dynamics within divisions convey
important discriminative information of the action and hence
should not be eliminated.
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TABLE II

COMPARISON OF MAPs USING THE TWO POOLING METHODS ON THE OLYMPIC SPORTS DATASET WITH THE BoW-BASED FRAME-WISE FEATURES

Fig. 4. The ending frames of the parsed divisions on the example video from (a) the Olympic Sports dataset and (b) the Hollywood2 dataset. The trajectory
length for the IDT features is set to 15, and hence the ending frame of the last division is a few frames ahead of the last frame of the video. Temporal
clustering is applied (Top) without and (Bottom) with the LDS modeling.

TABLE III

COMPARISON OF MAPs USING THE TWO POOLING METHODS

ON THE OLYMPIC SPORTS DATASET WITH THE
FV-BASED FRAME-WISE FEATURES

TABLE IV

COMPARISON OF MAPs USING THE TWO POOLING METHODS

ON THE HOLLYWOOD2 DATASET WITH THE

BoW-BASED FRAME-WISE FEATURES

TABLE V

COMPARISON OF MAPs USING THE TWO POOLING METHODS

ON THE HOLLYWOOD2 DATASET WITH THE
FV-BASED FRAME-WISE FEATURES

It can also be observed that for video-based generic actions,
especially when the FV-based frame-wise features are used,
the rank pooling outperforms the mean pooling when the
number of divisions is small, while the mean pooling works
better when more divisions are parsed. The more the parsed
divisions, the finer each division is, and the more stable the
dynamic within each division. Conversely, if few divisions are
parsed from an action, each division is longer and the dynamic
within it should be more complex. Rank pooling should then
be used to capture such dynamic within each division.

TABLE VI

COMPARISON OF ACCURACIES USING THE TWO POOLING METHODS

WITH AND WITHOUT LDS ON THE UCF101 DATASET
WITH THE C3D FRAME-WISE FEATURES

In the following experiments, we use M-HDPE on
the Chalearn gesture dataset, the Olympic Sports dataset
and the UCF101 dataset, and adopt R-HDPE on the
Hollywood2 dataset, unless otherwise specified.

D. Effects of LDS

We visualize the parsing results with and without LDS
modeling of two sample videos from the Olympic Sports
dataset and the Hollywood2 dataset in Fig. 4. The number of
division L is set to 10, and the dimension of the LDS states
is set to 30. In Fig. 4(a) and Fig. 4(b), the top line shows the
ending frames of the parsed divisions by temporal clustering
on the original sequence of the IDT-based frame-wise features,
where MBH descriptors are aggregated by BoW encoding.
The bottom line shows the results on the LDS state sequence.
In the two examples, we can see that the parsed divisions
are nearly the same whether or not the LDS modeling is used.
However, the times for performing temporal clustering directly
on the observation sequence and applying LDS modeling
followed by temporal clustering on the state sequence are
3.4694 and 1.2207 for the sample from the Olympic Sports
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TABLE VII

COMPARISON OF PERFORMANCES WITH UNIFORM PARSING
AND DYNAMIC PARSING ON THE CHALEARN DATASET

TABLE VIII

COMPARISON OF MAPs WITH UNIFORM PARSING AND
DYNAMIC PARSING ON THE OLYMPIC SPORTS

AND HOLLYWOOD2 DATASETS

dataset, respectively, and 8.8531 and 1.8244 for the sample
from the Hollywood2 dataset, respectively. The LDS modeling
accelerates the dynamic parsing significantly. Moreover, from
the performance comparisons of using the HDPE representa-
tion with and without the LDS modeling as shown in Tab. VI,
it can be observed that adding the LDS layer even slightly
improves the performances of M-HDPE with different values
of L on the UCF101 dataset.

E. Effects of Dynamic Parsing

To evaluate the effects of the dynamic parsing by temporal
clustering algorithm 1, we compare the HDPE using the
temporal clustering with HDPE using uniform parsing on
the three datasets. “HDPE+uniform parsing” denotes that the
action sequence is first uniformly parsed into divisions, and
the two-layer hierarchical dynamic encoding is applied. The
uniform parsing can be viewed as the initialization of the
temporal clustering. The numbers of divisions for both uniform
parsing and temporal clustering are set to 7, 20 and 30 on the
Chalearn gesture, Olympic Sports and Hollywood2 datasets,
respectively. The band factor f is set to 2 for all the
datasets. The BoW-based frame-wise features are adopted
for the Olympic Sports and Hollywood2 datasets. Both
M-HDPE and R-HDPE are evaluated on the Chalearn dataset.
The comparisons are shown in Tab. VII and Tab. VIII. The
proposed temporal clustering outperforms the uniform parsing
on all the datasets. This indicates that temporal clustering is
able to parse the action into dynamic-coherent divisions and
the dynamic parsing did benefit the final performance.

The improvements are more significant for R-HDPE,
as reflected in the results on the Chalearn dataset and the
Hollywood2 dataset. This suggests that more reliable parsings
are required to use rank pooling in the first layer. For mean
pooling, the output representation is not sensitive to the
outliers in the division. Even for rough parsing, although the
frames in some divisions may contain inconsistency outliers,
the means of different divisions generally still reflect the
evolution of the action. However, the non-linear rank pooling
considers the relative ordering of all the frames in each
division. If the parsing in the first layer leads to divisions
with inconsistent dynamic, the resulting encodings of these

Fig. 5. The essential sequence (Top) before and (Middle) after the dynamic
parsing. Bottom: the forward and reverse HDPE representations.

divisions encode such non-smooth evolution and hence their
ordering relationships are interrupted. It will be difficult to
extract discriminative representation from these noisy encod-
ings by rank pooling in the second layer.

Fig. 4 visualizes the ending frames of the parsed segments
of two example videos. The above simple action is segmented
by the turning frames of poses such as take-off, start to fall and
flip. The bottom complex action is divided by the starting and
ending frames of different scenes or shots. Fig. 5 visualizes
the essential sequence U before and after the dynamic parsing,
as well as the learned HDPE representation. For simplicity,
we conduct this visualization experiment on a sample video
from the KTH action dataset [76], because the action was taken
over homogeneous backgrounds by a static camera and hence
the visualizations are less intrusive. We transform each RGB
frame image to a gray-scale image and concatenate directly
the columns into a vector as the frame-wise features of this
frame. We set the number of divisions L to 6 and initialize
the partition path P with a uniform division. We average
the frame-wise features within each division, and the initial
essential sequence is the sequence of the averaged features.
For visualization, we reshape the averaged features to the size
of the original frame image. We rescale the pixel values of
the averaged frame such that the minimum value is projected
to 0, the maximum value is projected to 255, and other values
are interpolated linearly. The initial U is visualized in the first
row of Fig. 5. The dynamics within some divisions are quite
crowded, and there is no obvious regularity among divisions.

We then update P by the proposed temporal clustering, and
update U accordingly. The visualization of the final learned
U is shown in the second row of Fig. 5. We can observe that
the learned U exhibits obvious gradual, phased and periodic
characteristics. In this video, a person is walking back and
forth around the camera lens. Taking the midline as the
boundary, each division captures a clear stage of the moving
positions. The stages are periodic and continuous along with
the walking cycle progresses back and forth.

To obtain the HDPE representation, we apply forward and
reverse rank pooling on the essential sequence U consisting
of the averaged pixel-value-based frame-wise features. For
visualization, we again reshape the learned representations to
the size of frame images, and rescale the values by min-max
interpolation. The forward and reverse HDPE representations
based on the initial U are visualized in the first two images of
the last row in Fig. 5, respectively, and those based on the final
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Fig. 6. The performances with the increase of (a) the number of divisions
and (b) the value of band factor on the Chalearn Gesture dataset.

learned U are shown in the last two images of the last row
in Fig. 5, respectively. We can observe that without temporal
clustering, the dynamics reflected in the representations are
more uniform; while the learned HDPE representations with
temporal clustering reveal phased and contrasted dynamics,
and emphasize representative local motions.

F. Influence of Parameters

There are mainly two parameters of the proposed HDPE:
the number of divisions L for parsing the action sequence
by temporal clustering and the band factor f for aligning the
sequence to the essential sequence by dynamic programming.
We evaluate the influences of the two parameters on the final
performance.

We first evaluate the influence of L. For the Chalearn Ges-
ture recognition dataset, the average number of frames is 39.7.
We fix f to 2, and vary L from 2 to 10. The performances
(the precision, recall and F-score) are shown in Fig. 6(a).
For the Olympic Sports dataset and the Hollywood2
dataset, we fix f to 2, and vary L from 10 to 50.
The performances (mAP) of HDPE using BoW-based and
FV-based frame-wise features with the increasing values of
L are shown in Fig. 7(a), Fig. 7(b), Fig. 8(a) and Fig. 8(b),
respectively. We find that on the Chalearn dataset and the
Hollywood2 dataset, at first all performance measures improve
with the increase of the number of divisions, because more
temporal structures information can be captured. When L
is larger than 7 on the Chalearn dataset and 20 on the
Hollywood2 dataset, the performances stop increasing. This
may be because redundant divisions exist, which break the
intrinsic temporal structures and slightly interfere the rank
pooling of the second layer. The performances on the Olympic
Sports dataset are quite oscillatory with the increasing of L,
but generally inflection points exist and the amplitudes decay
after these points. We set L to be the value of the inflection
point for the corresponding dataset and frame-wise features in
the subsequent experiments.

HDPE also supports to set different L for different
sequences. For example, we can set L as N/r , r is a factor
measuring on an average how many frames a state should
contain and can be estimated according to prior knowledge of
the data. We set L to be the same for all sequences, because
as long as L is large enough, the evolution of L key stages
should contain the information for discriminating different
classes. Although the states of a more dynamic action are more

TABLE IX

COMPARISON OF PRECISIONS USING THE REPRESENTATIONS OF
DIFFERENT LAYERS ON THE CHALEARN DATASET

complex, the local dynamics within these states are captured
by the 1st layer modeling.

We then evaluate the influence of f . For the Chalearn
dataset, we fix the number of divisions L to 7, and vary the
band factor f from 1 to 5 with an interval of 0.5. When
f = 1, it means that the alignment is strictly restricted to
the uniform alignment. When f > 4, the allowed maximal
capacity of a division is larger than the length of the sequence,
and it is equivalent to perform unconstrained dynamic time
warping, which may mistake outliers as individual divisions
and lead to extremely unbalanced alignment. The results
are shown in fig. 6(b). For the Olympic Sports dataset
and the Hollywood2 dataset, we fix L to 20, and vary f
from 1.2 to 3. The performances (mAP) of HDPE using
BoW-based and FV-based frame-wise features with the
increasing values of f are shown in Fig. 7(c), Fig. 7(d),
Fig. 8(c) and Fig. 8(d), respectively. For the Olympic Sports
dataset with the BoW-based frame-wise features, relatively
balanced parsings with a small amount of wrappings lead
to better results. For the other two datasets, sufficient wrap-
pings are required and applying appropriate constraints on the
capacity of each division benefits the performances. We set
f in the range of 1.5 to 2 in the subsequent experiments.
f = 2 means that the maximal number of elements within one
division should not be larger than twice the average number
of elements by uniform alignment.

G. Effects of Multi-Layers

As introduced in Sec. III-E, HDPE can be generalized to
multiple layers. To evaluate the effects of “deeper” hierarchy,
we build HDPE model with three layers and extract the
representations from all the layers. The number of divisions
parsed in a higher layer is set to the half of the number of
divisions in its lower layer. For the Chalearn dataset, the band
factor is set to 2, and the number of divisions in the first
ground layer is set from 8 to 20 with an interval of 2. The
performances by using the representations of different layers
and their combinations are shown in Tab. IX, Tab. X and
Tab. XI. For the Olympic Sports dataset, the band factor is set
to 1.5, and the number of divisions in the first layer is fixed
to 40. “1st+2nd” means that the presentations of the first layer
and the second layer are concatenated. “All layers” means that
the representations of all the three layers are combined by
concatenation.

We can find that in both datasets, the performances of
the third layer are worse than the first two layers. This may
indicate that two layers w.r.t. key poses and samples of the
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Fig. 7. The performances of HDPE with the increase of (a) the number of divisions using the BoW-based frame-wise features (b) the number of divisions
using the FV-based frame-wise features (c) the value of band factor using the BoW-based frame-wise features and (d) the value of band factor using the
FV-based frame-wise features on the Olympic Sports dataset.

Fig. 8. The performances of HDPE with the increase of (a) the number of divisions using the BoW-based frame-wise features (b) the number of divisions
using the FV-based frame-wise features (c) the value of band factor using the BoW-based frame-wise features and (d) the value of band factor using the
FV-based frame-wise features on the Hollywood2 dataset.

TABLE X

COMPARISON OF RECALLS USING THE REPRESENTATIONS OF DIFFERENT
LAYERS ON THE CHALEARN DATASET

TABLE XI

COMPARISON OF F-SCORES USING THE REPRESENTATIONS OF DIFFERENT
LAYERS ON THE CHALEARN DATASET

pose are enough for simple actions such as gestures and
single sport actions. However, when the number of divisions
in the first layer increases, the performances of the third layer
are improved on the Chalearn dataset. This means that finer
parsing in the first layer is necessary to build more layers
for HDPE, because more layers aim to parse the dynamics
into finer levels, and the more the number of layers, the more
meticulous the first layer parsing should be. The combinations
of the three layers outperform the combinations of only the
first two layers when enough divisions are parsed in the first
layer. This may imply that high layers encoding spectrum
of dynamics contain discriminative information that benefits
the final performance. For more complex activities, additional
layers w.r.t. high-level semantic can be more beneficial.

TABLE XII

COMPARISON OF MAPs USING THE REPRESENTATIONS OF DIFFERENT
LAYERS ON THE OLYMPIC SPORTS DATASET

H. Combinations

A potential advantage of the proposed method is the repre-
sentations produced from different numbers of partitions in the
first layer encode the temporal structures in different scales.
If the number of divisions is set to 1, the temporal information
is totally discarded and the proposed HDPE method boils
down to the “IDT” method [8]. If the number of divisions
is set to be the length of the sequence, no local appearances
are smoothed and the proposed HDPE method boils down
to the “rank pooling” method [6]. The more divisions are
parsed from the action, the finer the scale of the captured
temporal information is. The representations generated in dif-
ferent scales provide complementary information to each other.
Combining them together incorporates multi-scale temporal
information together. We evaluate the combinations of HDPE
where 20 divisions are parsed in the first layer with either
“local” or “rank pooling” or both on the Olympic Sports
dataset and the Hollywood2 dataset. FV-based frame-wise
features are used for both datasets. The comparisons are shown
in Tab. XIII. We find that the combinations of HDPE with
“rank pooling” achieve the best results on both datasets. The
combinations are achieved by simple concatenation. More
advanced fusion methods and combinations with more middle
temporal scale parsings in the first layer may further improve
the performance.
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TABLE XIII

COMPARISON OF MAPs USING DIFFERENT COMBINATIONS ON THE
OLYMPIC SPORTS AND HOLLYWOOD2 DATASETS

TABLE XIV

COMPARISON OF THE PROPOSED HDPE WITH STATE-OF-THE-ART
RESULTS ON THE CHALEARN GESTURE DATASET

I. Comparison With State-of-the-Art

It may be difficult to perform a fair comparison with
state-of-the-art results because different methods use different
components such as types of features and sample argument
methods. The state-of-the-art results are usually achieved by
fusing different types of features and adopting data aug-
mentation techniques. We compare the proposed HDPE with
the improved dense trajectory features (denoted by “IDT”)
encoded by Bag-of-Words (BoW) or Fisher Vector (FV)
encoding [8] and learning to rank based temporal encod-
ing (denoted by “rank pooling”) [6] of the whole video
as well as the several other state-of-the-art results on the
ChaLearn Gesture dataset, the Olympic Sports dataset and the
Hollywood2 dataset, as shown in Tab. XIV, Tab. XV
Tab. XVII, respectively. For HDPE, the number of divisions
for each video is set to be 7, 20 and 20 for the three datasets,
respectively. The band factor is set to be 2 for all these datasets.

From Tab. XIV, it can be observed that HDPE outper-
forms the state-of-the-art method [6] on the ChaLearn dataset.
In [6], the results are achieved by combining the rank pooling
representation with a local method, and the results by rank
pooling along are also reported, as denoted by “Rank pooling”.
Since we use the same frame-wise features provided by [6],
the superior performance comes from the hierarchical parsing
and modeling. The combination with the first layer pooling
further improves the performances of HDPE.

Tab. XV shows that the result of the single HDPE with
FV-based frame-wise features is slightly worse than the best
result reported in [8]. There is a certain randomness when
extracting IDT descriptors and FV encoding. Our reproduction
of IDT with FV is about 89%. Based on strictly the same
features, HDPE outperforms IDT. When combined with rank
pooling, HDPE outperforms the reported result. The authors
in [8] also report their results with the Bag-of-words encoding,
as denoted by “IDT(BoW)” in Tab. XV. Our method outper-
forms the IDT method that encoding descriptors in all frames
into a single representation without considering the temporal
information by a margin of 4%.

We also evaluate the multi-class accuracy on the Olympic
Sports dataset in Tab. XVI. The BoW-based frame-wise

TABLE XV

COMPARISON OF THE PROPOSED HDPE WITH STATE-OF-THE-ART
RESULTS ON THE OLYMPIC SPORTS DATASET. MAP IS USED

AS THE PERFORMANCE MEASURE

TABLE XVI

COMPARISON OF THE PROPOSED HDPE WITH STATE-OF-THE-ART
RESULTS ON THE OLYMPIC SPORTS DATASET. ACCURACY IS

USED AS THE PERFORMANCE MEASURE

TABLE XVII

COMPARISON OF THE PROPOSED HDPE WITH STATE-OF-THE-ART

RESULTS ON THE HOLLYWOOD2 DATASET. mAP IS USED AS

THE PERFORMANCE MEASURE. ∗ DENOTES THAT THE
RESULT IS REPORTED BY OUR REPRODUCTION

WITH THE BoW REPRESENTATION

features are used. The proposed HDPE representation itself
significantly outperforms the reported results by a margin
of 7.5%, and the combination of IDT, rank pooling and HDPE
representations further extends the margin to about 10%.

As shown in Tab. XVII, on the Hollywood2 dataset, with
the BoW encoding, our method significantly outperforms the
“IDT(BoW)” method reported in [8] and our reproduction of
rank pooling by a margin of 4%. With the FV encoding,
the combination of HDPE with rank pooling outperforms
the combination of rank pooling and IDT reported in [6].
Fernando et al. [6] and Hoai and Zisserman [80] achieve
higher mAPs, where the performances of rank pooling and
IDT were improved by 5% and 2%, respectively, using the data
augmentation (DA) technique [80]. DA doubles the training
data by flipping each video and averages the classification
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TABLE XVIII

COMPARISON OF THE PROPOSED HDPE WITH STATE-OF-THE-ART
RESULTS ON THE UCF101 DATASET. ACCURACY IS USED AS THE

PERFORMANCE MEASURE. TOP: METHODS WITH A SINGLE DEEP

NETWORK TAKING ONLY RGB FRAMES AS INPUTS; BOTTOM:
METHODS USING MULTIPLE NETWORK FUSIONS OR

MULTIPLE FEATURE COMBINATIONS

scores of a test video and its mirrored version. We also aug-
ment the data by mirroring, but we train two SVM classifiers
for the original videos and the mirrored videos, respectively,
because this obtains better results in our experiments. We can
observe that DA only brings a very small improvement on
HDPE. This could be due to both the local temporal structures
and their dynamic evolutions of the mirrored videos gener-
ally vary greatly from the original videos, and augmenting
them into the training set will increase the intra-class vari-
ances; while training two separate classifiers for the original
and mirrored videos cannot provide much complementary
information.

Tab. XVIII shows the comparisons of HDPE with mean
pooling, rank pooling, and deep-learning-based state-of-the-
art methods on the UCF101 dataset. For HDPE, L and f
are set to be 15 and 2, respectively. It has been shown
in [38] and [41] that the deep-learning-based representations
and the hand-crafted IDT representations are complemen-
tary. The state-of-the-art results shown in the bottom part
of Tab. XVIII are obtained by combining different types of
representations and fusing multiple deep networks built on
both RGB frames and optimal flows. Since we only employ
the features extracted by a single C3D network, we mainly
compare with the results obtained by a single deep architecture
taking only RGB frames as inputs in the top part of Tab. XVIII.
In [41], mean pooling is applied to the frame-wise C3D
features to form the final representation. We can see that based
on the same C3D frame-wise features, HDPE outperforms
both mean pooling and rank pooling; based on a single deep
network, HDPE also outperforms other deep-learning-based
representations or methods.

V. CONCLUSIONS

In this paper, we have presented a hierarchical dynamic
parsing and encoding method for action recognition, which
learns higher-level representation from a single action
sequence by exploring the temporal structures and build-
ing the hierarchical architecture in an unsupervised way.

The hierarchy disentangles the local appearances and the
global dynamic into different layers. In the lower layer,
the sequence is parsed into different divisions, and local
appearance information within each uniformly-evolved divi-
sion is captured via local mean or rank pooling. In the
higher layer, the global dynamic of the appearances among
the divisions is encoded. The learned representation is robust
because outliers or noisy frames cannot directly impact on the
global dynamic since they must be assigned to a corresponding
division, while their influence within a division is greatly
diminished by pooling. Experimental results on several action
datasets have demonstrated the potential of the proposed
method.
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